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Abstract

The high risk of losing fishermen’s life while at sea is not proportional to their low welfare conditions. Fishermen also cannot meet their daily needs when they are not fishing. Therefore, the guarantee of fishermen’s welfare is seen as a solution to this problem, which in the long run is expected to improve the welfare of fishermen. This study aims to analyze the factors that affect Willingness to Pay (WTP) in the fishermen welfare guarantee program. The case study in this research is the people in Ambulu Village, Losari District, Cirebon Regency, West Java, who work as fishermen. The factors analyzed in broad outline include: social factors in the fishermen community, professional factors as fishermen, and economic factors for the fishermen community, which as a whole include 20 independent variables. The analytical method used is a logistic regression model, where the parameter estimation is carried out using the Newton Raphson approach. The results of the analysis show that the factors which significantly influence the WTP in guaranteeing fishermen’s welfare are the level of fishermen’s education, membership of the local fishermen community, membership of fishermen in Ambulu Village, and knowledge of fisherman insurance. These four factors produce a logistic regression model that is used to predict the probability value of fishermen’s WTP. From this model, the lowest WTP probability value is 0.00029 and the highest is 0.96719. Based on the results of this study, it can be used as consideration for the parties involved in the development of a fishermen welfare guarantee program.
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1. Introduction

The role of fishermen is very important for Indonesia’s economic growth in the marine and fisheries sectors. However, the very important role of fishermen is also followed by a high risk of losing their lives (Firdaus and Witomo [3]). Fishermen's high risk of losing life is inversely proportional to their welfare condition of fishermen in Indonesia, which is still very low, contributing around 25% of the national poverty rate (Anwar and Wahyuni [1]). In
addition, when fishermen are not going into sea, fishermen will be unable to get income so they will not meet their daily needs. This is one of the main factors that impact to the low welfare condition of fishermen in Indonesia. Therefore, the government, through the Ministry of Maritime and Fisheries Affairs, are striving to improve the fishermen’s welfare, one of which through the provision of insurance.

Insurance for fishing communities in Indonesia has existed in terms of life insurance, health insurance and property insurance, but there are lot rooms for improvement so that it may provide compensation or income for fishermen when they are not going into the sea. If this condition meets, there will be a chance for fishermen to meet their family’s daily needs and also increasing their welfare condition (Rani [12]).

In Indonesia, insurance has developed a lot in the agricultural and livestock sector, where farmers and ranchers will get compensation for crop failure or the death of their livestock (Otoritas Jasa Keuangan [11]). From this concept, farmers and ranchers will still get income to meet their daily needs regardless of the condition. According to Mumford et al [9], there are basic similarities in the actuarial components of agricultural and livestock insurance with fishermen insurance, thus allowing the development of the same concept in fishermen insurance.

Fishermen insurance has developed a lot in other countries, such as China, Japan, Korea and many more, where this development also carries positive growth into their fishermen's welfare condition (Food and Agriculture Organization of United Nations [4]). Several studies have also been carried out as a basis for fishermen insurance development, including Zekri et al [15] who examined fishermen’s Willingness to Pay in Oman, Han and Jiang [5] who examined fisherwomen’s Willingness to Pay in China then evaluate the government regulations there, Okechukwu [10] who examined the impact of loans on fishermen insurance premiums in Nigeria, Rimawati et al [13] conducted an analysis with the Analytic Network Process (ANP) on fishermen clusters in Sukabumi and Pangandaran, as well as other studies that support fishermen insurance development in other countries.

In this research, the fishermens’s Willingness to Pay (WTP) will be generated using logistic regression model with parameters estimated by Maximum Likelihood Estimation (MLE) based on Newton Raphson approximation. From the model obtained, the probability value of fishermens’s WTP can be measured for the development of fishermen insurance in Indonesia.

2. Material and Methodology

In this research, there are some foundations that being used as the material. Those foundations are as explained below

2.1. Material. This research uses primary data that is taken from 115 fishermen respondents in Ambulu Village, Losari District, Cirebon, West Java on November 2020. Of the 115 research respondents, it was found that 85 respondents have willingness to pay premiums to participate the fishermen welfare insurance, while 15 others have not. The factors that influence the fishermen’s Willingness to Pay (WTP) consist of fishermen’s age ($X_1$), marital status ($X_2$), education level ($X_3$), number of family members ($X_4$), experience as fishermen ($X_5$), fishermen’s education ($X_6$), how to go to sea ($X_7$), go to sea during bad weather ($X_8$), time to go to sea ($X_9$), duration of fishing ($X_{10}$), membership status of fishing community ($X_{11}$), membership status of community organizations ($X_{12}$), fulfillment of needs ($X_{13}$), ownership of credit ($X_{14}$), ownership of business capital ($X_{15}$), government premium subsidies ($X_{16}$), community membership status ($X_{17}$), knowledge of how insurance works ($X_{18}$), knowledge of fishermen’s insurance ($X_{19}$), and insurance interests ($X_{20}$). The value of all independent and dependent variables in this research are binary. Of all the independent variables, multicollinearity test is carried out using the Chi-Square Test (Hadi, [6]) as an assumption of logistic regression model.

The calculating and working process for the multicollinearity test use the SPSS 16.0 software. If there is a multicollinearity symptom, variable selection will be applied from the amount of the Contingency Coefficient for each independent variable and its multicollinear
factor. Furthermore, after qualified the assumption of not containing multicollinearity symptom, the parameters of the independent variables will be estimated using the MLE method with Newton Raphson approximation assisted by Statistical Analysis Software (SAS).

2.2. Binary Logistic Regression. According to Harlan [7], binary logistic regression is used to measure the effect of the continuous or categorical independent variable (X) on the dependent variable (Y) which has a dichotomic or binary values. The general form of logistic regression is:

\[
\logit(Y) = \ln \frac{P(Y)}{1 - P(Y)} = \beta_0 + \beta_1 X_1 + \beta_2 X_2 + \cdots + \beta_p X_p,
\]

which can be written in Odds of Y with:

\[
O(Y) = \frac{P(Y)}{1 - P(Y)} = e^{\beta_0 + \beta_1 X_1 + \beta_2 X_2 + \cdots + \beta_p X_p},
\]

then, from the equation (2), it can be formed into probabilistic equation in logistic regression, which is:

\[
P(Y) = \frac{e^{\beta_0 + \beta_1 X_1 + \beta_2 X_2 + \cdots + \beta_p X_p}}{1 + e^{\beta_0 + \beta_1 X_1 + \beta_2 X_2 + \cdots + \beta_p X_p}},
\]

where the equation (3) can be used to calculate the value of a probability in logistic regression model.

2.3. Parameter Estimation in Logistic Regression. According to the value of dependent variable which is dichotomic or binary, it uses Bernoulli Distribution as the probability distribution. It will generate the likelihood function which is the combination of all parameters probability function in model. Therefore, it can be said that the likelihood function for logistic regression is:

\[
L(\beta) = \prod_{i=1}^{n} [P(Y)]^{Y_i} \cdot [1 - P(Y)]^{1-Y_i}, Y_i = \{0,1\},
\]

then while equation (3) is substituted into equation (4), it will produce:

\[
L(\beta) = \prod_{i=1}^{n} \left[ e^{\beta_0 + \beta_1 X_1 + \beta_2 X_2 + \cdots + \beta_p X_p} \right]^{Y_i} \cdot \left[ 1 + e^{\beta_0 + \beta_1 X_1 + \beta_2 X_2 + \cdots + \beta_p X_p} \right],
\]

and if the equation (5) is transformed with natural logarithm, it becomes:

\[
\ln L(\beta) = \sum_{i=1}^{n} \left[ Y_i \left( \sum_{p=0}^{n} \beta_p X_{ip} - \ln \left( 1 + e^{\sum_{p=0}^{n} \beta_p X_{ip}} \right) \right) \right].
\]

As for \( \beta \) in equation (6) will be estimated with Newton Raphson approximation, because the function is not in linear form and it needs an approximation to estimate the parameters value.

2.4. Newton Raphson Approximation. Newton Raphson is a numerical method to count the linear and non-linear equation roots (Saputri [14]). The general equation in Newton Raphson is:

\[
\beta^{(a+1)} = \beta^a + [X^T U X]^{-1} [X^T (Y_1 - \pi(X_1))],
\]

which \( a \) is the iterations index (\( a = 0, 1, 2, \ldots \)), with:

\[
X = \begin{bmatrix}
1 & X_{11} & \cdots & X_{1p} \\
1 & X_{21} & \cdots & X_{2p} \\
\vdots & \vdots & \ddots & \vdots \\
1 & X_{n1} & \cdots & X_{np}
\end{bmatrix},
\]

\[
U = \begin{bmatrix}
\pi(X_1)(1 - \pi(X_1)) & 0 & \cdots & 0 \\
0 & \pi(X_2)(1 - \pi(X_2)) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \pi(X_p)(1 - \pi(X_p))
\end{bmatrix}.
\]
\[ Y_1 - \pi(X_1) = \begin{bmatrix} Y_1 - \pi(X_1) \\ Y_2 - \pi(X_2) \\ \vdots \\ Y_n - \pi(X_n) \end{bmatrix}, \]

Newton Raphson iterated until the requirement of \( \beta^{(a+1)} - \beta^a < \varepsilon \) is met, where \( \varepsilon \) is the error which commonly valued at \( \frac{1}{10^6} \) or 0.0001.

2.5. **Parameter Signification Test.** After obtaining the value of each parameter in the model, there will be significance tests of these parameters that consisted of an overall significance test and an individual significance test. The overall significance test is the Likelihood Ratio Test and the individual significance test is the Wald Test (Hosmer and Lemeshow [8]). In addition, to determine the quality of the model from the relationship between the independent variables and the dependent variable, there will be a calculation of \( R^2 \) (R-Square).

**Likelihood Ratio Test.** In testing the overall significance test, the formula which will be used is:

\[ G = -2 \ln \left( \frac{\text{likelihood without independent variables}}{\text{likelihood with independent variables}} \right), \]

where the hypothesis used in this test, are \( H_0 : \beta_1 = \beta_2 = \cdots = \beta_P = 0 \) dan \( H_1 \): There is \( \beta_p \neq 0 \) for \( p = 1, 2, \ldots, P \). As for criteria that used in this test is rejected \( H_0 \) if \( G > \chi^2_{(a,P)} \) and accept \( H_0 \) for the opposite condition.

**Wald Test.** In testing the individual test, the formula which will be used is:

\[ W_p = \left( \frac{\hat{\beta}_p}{\text{SE}(\hat{\beta}_p)} \right)^2, \]

with \( \text{SE}(\hat{\beta})_p = (X^TUX)^{-1} \) where \( X \) and \( U \) are matrix such explained in the equation (7). The hypothesis used in this test, are \( H_0 : \beta = 0 \) and \( H_1 : \beta_p \neq 0 \) for \( p = 1, 2, \ldots, P \), with the testing criteria is reject \( H_0 \) if \( W_p > \chi^2_{(a,1)} \) and accept \( H_0 \) for the opposite condition.

**\( R^2 \) (R-Square).** In determine the quality of model, it will be seen from the relation between independent variables and dependent variable, from the value of \( R^2 \) in:

\[ R^2 = 1 - \exp \left[ - \frac{L}{n} \right]^2, \]

where the higher \( R^2 \) and closer to 1, means the relation between independent and dependent variables is strong, so that it can be inferred that the model is better. Otherwise, the lower \( R^2 \) and closer to 0, means the relation between independent and dependent variables is weak, so that can be inferred that the model is worse.

3. **Result and Analysis**

Before doing the parameter estimation, multicollinearity test within the independent variables is carried out to get the efficient estimator so the standard error of each parameter is not overheight. Since there is a multicollinearity symptom in the model, variables selection is used base on the value of its Contingency Coefficient (Dillon [2]). It results \( X_6, X_{11}, X_{17}, \) and \( X_{19} \) are not containing multicollinear symptom and will be selected into the model, whereas the rests will not be selected.

3.1. **Parameter Estimation Result.** The parameter estimation is performed by maximizing the equation (6) the use the Newton Raphson Iteration such in equation (7) with steps as explained in part 2.4. The estimation result useing MLE based on Newton Raphson Iteration with SAS as given in Table 1.
According to Table 1, the Ratio Likelihood test using the equation (8), produce the value of \( G \) which is 132.0123 - 42.931 = 89.081 with \( \chi^2_{(0.05, 4)} = 9.487 \), so that because \( G > \chi^2_{(0.05, 4)} \), the \( H_0 \) is rejected which means there is at least one of the independent variables that give effect to dependent variable. The next one, Wald Test result for each parameter using the equation (9) as can be seen in Table 1, where all the parameters are significance.

After passed the criteria of parameter significance test, either overall test and individual test, it can be generated a logistic regression model from those parameters using MLE based on Newton Raphson approximation as in equation (1), which is:

\[
\text{logit}(Y) = \ln \left( \frac{O(Y)}{1-O(Y)} \right) = -8.0636 + 3.4138X_6 + 2.7221X_{11} + 3.2628X_{17} + 2.0488X_{19},
\]

or in probabilistic ratio, as in equation (2), it can be written with:

\[
O(Y) = e^{-8.0636+3.4138X_6+2.7221X_{11}+3.2628X_{17}+2.0488X_{19}},
\]

and in probabilistic, as in equation (3), it becomes:

\[
P(Y) = \frac{e^{-8.0636+3.4138X_6+2.7221X_{11}+3.2628X_{17}+2.0488X_{19}}}{1 + e^{-8.0636+3.4138X_6+2.7221X_{11}+3.2628X_{17}+2.0488X_{19}}},
\]

Next, the model quality can be inferred from \( R^2 \) using equation (10), so that the \( R^2 \) value for the logistic regression model is 0.9818. This means that the relation between independent and dependent variables are strong, because the value of the \( R^2 \) is close to 1, then it can be said that the model has good quality.

### Table 1. Logistic Regression Parameter Estimation

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Parameter Value</th>
<th>Standard Error</th>
<th>( W_p )</th>
<th>( \chi^2_{(0.05, 1)} )</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{\beta}_0 )</td>
<td>-8.0636</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Significanse</td>
</tr>
<tr>
<td>( \hat{\beta}_6 )</td>
<td>3.4138</td>
<td>1.2979</td>
<td>13.6409</td>
<td>3.8415</td>
<td>Significanse</td>
</tr>
<tr>
<td>( \hat{\beta}_{11} )</td>
<td>2.7221</td>
<td>0.8998</td>
<td>9.1518</td>
<td>3.8415</td>
<td>Significanse</td>
</tr>
<tr>
<td>( \hat{\beta}_{17} )</td>
<td>3.2628</td>
<td>1.3565</td>
<td>5.7859</td>
<td>3.8415</td>
<td>Significanse</td>
</tr>
<tr>
<td>( \hat{\beta}_{19} )</td>
<td>2.0488</td>
<td>0.8867</td>
<td>5.3388</td>
<td>3.8415</td>
<td>Significanse</td>
</tr>
</tbody>
</table>

### Table 2. The Exponential Value of Each Parameter

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Parameter Value</th>
<th>( \exp(\hat{\beta}_p) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{\beta}_0 )</td>
<td>-8.0636</td>
<td>0.0003</td>
</tr>
<tr>
<td>( \hat{\beta}_6 )</td>
<td>3.4138</td>
<td>30.381</td>
</tr>
<tr>
<td>( \hat{\beta}_{11} )</td>
<td>2.7221</td>
<td>15.2122</td>
</tr>
<tr>
<td>( \hat{\beta}_{17} )</td>
<td>3.2628</td>
<td>26.1226</td>
</tr>
<tr>
<td>( \hat{\beta}_{19} )</td>
<td>2.0488</td>
<td>7.7586</td>
</tr>
</tbody>
</table>

From Table 2, it can be interpreted each independent variable influence on the probability ratio of fishermen WTP. Furthermore, it can be said that \( X_6 \) give influence of 30.381 times into the probability ratio, \( X_{11} \) give influence of 15.2122 times into the probability ratio, \( X_{17} \) give influence of 26.1226 times into the probability ratio, and \( X_{19} \) give influence of 7.7586 times into the probability ratio. Moreover, if the four independent variables \( X_6, X_{11}, X_{17}, \) and \( X_{19} \) valued at 0, the WTP probability ratio is 0.0003.

The probability value of WTP can be found using equation (12). The boundary of the probability value as given in Table 3.
From Table 3, if a fisherman never got fisherman education, non member of fishermen community, not registered in fisherman business card (KUSUKA), and do not know about fishermen insurance, the probability of his willingness to pay in joining the fishermen insurance is very low, which exist at 0.00029. Otherwise, if a fisherman has got fisherman education, member of fishermen community, registered in fisherman business card (KUSUKA), and know about fishermen insurance, the probability of his willingness to pay in joining the fishermen insurance is very high, which exist at 0.96719. It also can be said that from those four factors, the more factors being fulfilled or valued at 1, then the higher probability from fishermen WTP to participate in the fishermen insurance.

4. Conclusion

From this research, the logistic regression model can be used to find the probability value of fishermens willingness to pay in joining the fishermen insurance. Factors that highly influence the willingness to pay of fishermen, are fisherman education, membership in community, membership in fisherman business card (KUSUKA), and knowledge about fishermen insurance. The probability value if those four factors are not being fulfilled is very low, which at 0.00029, while if those four factors are being fulfilled, is at 0.96719 which is very high. Therefore, it can be concluded that if there are more actions to follow up the improvement of those four factors, then it will produce the higher probability number of fishermens willingness to pay in joining the fishermen insurance.
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